T-61.3060 MACHINE LEARNING: BASIC PRINCIPLES
EXAMINATION 24 Octoboer 2014

To pass the course you must also pass the term project. Results of this examination are valid for one year
alter the examination date.

This examination hag five problems each worth 10 points, and three pages, You must answer in English,
Pleage write elearly and leave a wide left or right margin, You can have a caleulator, with memory erased,
No other extra material is allowed.

The resulta will he announced in Noppa. You can keep this paper,
Problem 1; Multipleschoice quostions (10 polnts total),

The following five questions ench have different proposed answers, in each question anly one answer 16
cortect. For each question, give both your answer (one of AB,C,.) and your confidence (“High" or
“Tow™). For example, “A, Low" s a proper way to answer a question, Ench question 1 graded as follows:

+2 if the answer is corvect and confidence is High
+1 i the answer s corvect and confidence s Low
0 4F the mnswer by missing

~1 if the answer {8 wrong and confidence is Low
—2 il the answer I8 wrong and confidence is High.

The total seore for the multiple-choiee questions s helween (0 and 10 (you cannot get s negative total

BODTN ),

1) Assume the covarianes matrix of your dataset X 15 5 and while doing Principal Component Analysis,

you found £ = CDCY. Here D s the following diagonal matrix:
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Then the proportion of variance (POV) explained by the first 2 principal components would be (acourate
until 2 decimal places):
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E} None of the above answoers {5 corroet. ‘p'h 0
2) Tor a datoset distributed s 1.0 A(p,a), ofter computing the posterior distribution using a normal
prior for g you found the posterior distribution of p to be N(5.24, 4.62). Then the MAP-estimate and
Bayes-estimate of 0 would be;
A) MAP-estimate = b, Bayes-estimate = 4,
B) MAP:eatimate = 2.62, Bayes-estimate = 2.62;
C) MAP-estimate = 5,24, Bayes-ostimate = 5.24;
D) MAP-estimate = 5,24, Bayes-ostimate = 2.62;
i) None of the above answers is correct,

3) EMenlgorithm is o type of fuzey clustering as:

A} The clusters we get are fuzzy-sots;
B) BEach observations are assigned (o only one of the K-clusters; "



?) For each obeervation there are different probabilities of it being sssigned to K different elusters;
1) The algorithm uses huzzy-methods;
E) None of the above answers is correct,

4) Alaike Information Criterion (ALC) and Bayesion Information Criterion (B1C) ean be written in a
general form as Ly (8 | A)-regulnrizer torm. The regularizer term of BIC can be expressed as:

A) 4N x(regularizer term of AIC);
B) §logN = (regularizer term of AIC);
) 4 % (regularizer term of AIC),;

1) }I;;Nx{reglllnrlsmr ferm of AIC).

B) In o classifieation problem, you have two classes 1 and 1. You observed a new dato point 2y, whoss
likelihood of belonging to Class 0 and Class 1 are corvespondingly 82 and 41, Your prior baliefs
(probabilities) for the Class 0 and Class 1 are correspondingly 0.6 and 0.4, Then, following Bayesian
decislon theory, @y, belongs to:

A) Mot enough information given to use Bayesian Declalon Theory;
B} Class ()

) Clnss 1;

13} 1t can belong to both Class 0 and 1 with equal probability,

il
slem 2: Explanations of eoncepts (10 points total},
Explain the terms below in the eontext of the course, 1f two termy nre given, explain them so that it
becomes clear what they have in common and what are the differences. Use [ull sentences.
w1, Farward Senrch, In context of fenture selection (2 points)
\.E"‘ nalve estimator—kernel estimator, in context of density estimation (2 points)
A vegresslon—-clasdification (2 points)
_ 4 Bing/Varianee Dilemma (2 points)
O&,pﬁrﬁmet.rlt: methods— nonparametric methods (2 points),

Problem % Bayesian Declslon Theory and Parametric Methods (10 points total),

nj-A 'gnmpuny has to decide whether to accept or reject a lot of incoming parts, (Label these actions a,

“ and ay respectively.) The lots ore of three types: @ (very good), #y (acceptable), and 6y (bad). The
loss L(#y, a;) inewrred in making the decision is glven in the following table, The prior belief is that
ﬂ'{ﬂ’-} = W{Gg:] - ’.Ifl:ggj i J‘

o What I8 the definition of expected utility - explain with equations? (1 points)
& What lg the expected utility of action @y for the company? (2 points)
o Flod the optimal declsion for the company, (2 points)



bl smart-phone producing company perlodically samples smart-phones coming off a production line,
in order to make sure the production process is running smoothly,. They choose o sample of size §
and observe the number of defectives (X}, They assume number of defectives (X) s distributed ns
Binamial(h,#). Past records show that the proportion of defectives # varies nccording to o Heta(1,0)
distribution,

[Hints: (a) Binomial(x|n, 6) = griloy 0(1-0)("2); (b) Beta(@la, ) = =82 () Bla, ) =
Jil ato=1(1 — z)(8-1))

o If they have observed X = 2 defective amart-phones in one inspection run, explain how we
derive the posterior distribution of #7 (3 points) [Hint: The posterior distribution would be
Betala 2, 4+ (b - 2))]

* What would be the Bayes estimate of § using the posterior distribution deryied in last gtep? [Hint:
You know the mean of Beta(a, 4) distribution is =y | (2 points),

Problem 4: Clustering (10 points total),

* What can you sy about the convergence and solutions found by the Lloyd's algorithm? How could
you take this into account in practical data analysis? (3 points)

¢ In EM-algorithm if the probability of assignment of the i-th observation to one of the K clusters
({Af}e=1,.,x) becomes 1 for all observations (e.g. for § = 8, hi = 1, for i = 5, 1§ = 1 and so on),
then ghow that the EM-algorithm becomes Lloyd's algorithm for K-means clustering, (3 points)

Do three iterations of Lloyd's algorithm for K-means clustering on the 2-dimensional data below. Use
K = 2 clusters and the initial prototype vectors (=mean veciors) n, = (0.0, 2.0 nnel trea = (2.0,0,0),
Write down caleulation procedure and the cluster memberships as well as mean vectors after each
iteration. Draw the date points, cluster means and cluster boundary after each iteration.

6 | (5.0, 4.0)
(4 pointa).

Problem 5: Principal Component Analysis (10 points total),

You have a datasel of N two-dimensional points ¥ You want to perform Principal Component Analysis
(PCA) on the dntaset, You have already estimated that the data 18 zero-mean and has the covariance

matrix
|1 8
e [ 6 10 J
and you know the covariance matrix can be diagonalized as CT8C « D where
_[yv3 =143 16 0
C_[Ih@ ”ﬁlmain— o 4|

Perform the following tasks:

n) Explain how the matrices C and D are relatod to Principal Component Analysis, (2 points)
) In 2-dimensional space, plot the POA coordinates (directions of the largest and second-largest varlance
of the data) (3 polnis)
ompute the proportion of variance explained by the first principal component. (2 points)
d) Define the principal components of the data by 2! = GTy!, What is the covariance matrix of #!? (4

.__/"'ﬁninl.a}.



