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Disclaimer:
These problems are solved by mathwiz.ai, a service leveraging the latest gener-
ative AI technologies. This means the solutions come with inherent limitations:

1. Understanding: The AI doesn’t understand mathematics like humans
do; it predicts answers based on historical data patterns.

2. Reliability and Context: The AI’s responses can be contextually inap-
propriate or inconsistent, and thus contain errors.

3. Creativity: AI applies known patterns, it does not invent new mathe-
matical methods.

Use these solutions as guides, not definitive answers. Despite occasional errors,
the solutions can be useful for providing context around the problems. For
verifiable accurate solutions, seek guidance from a qualified educator. At the
time of solving these problems, the mathematical capabilities of AIs were at
the level of an advanced university mathematics student. Contact information:
mathwizcontact@gmail.com.
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Problem 1 A commutator of matrices A and B is defined as

C = [A,B] = AB −BA

a) Discuss, why the definition is meaningful if and only if both A and B are
square matrices of equal size. b) Evaluate the commutator, when

A =

(
1 0
1 −1

)
, B =

(
2 1
−2 0

)
Problem 1 solution

a) The definition of the commutator is meaningful if and only if both A and
B are square matrices of equal size because the matrix multiplication is only
defined for matrices where the number of columns in the first matrix is equal
to the number of rows in the second matrix. In the commutator definition, we
have two matrix multiplications: AB and BA.

For AB to be defined, the number of columns in A must be equal to the number
of rows in B. Similarly, for BA to be defined, the number of columns in B must
be equal to the number of rows in A. Since both A and B are square matrices,
they have the same number of rows and columns. Therefore, the commutator
definition is meaningful if and only if both A and B are square matrices of equal
size.

b) Now, let’s evaluate the commutator when

A =

(
1 0
1 −1

)
, B =

(
2 1
−2 0

)
First, we need to find the product of the matrices AB:

AB =

(
1 0
1 −1

)(
2 1
−2 0

)
=

(
2 1
4 1

)
Next, we need to find the product of the matrices BA:

BA =

(
2 1
−2 0

)(
1 0
1 −1

)
=

(
3 −1
−2 0

)
Now, we can find the commutator C = AB −BA:

C =

(
2 1
4 1

)
−

(
3 −1
−2 0

)
=

(
−1 2
6 1

)
So, the commutator of matrices A and B is:

C =

(
−1 2
6 1

)
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Problem 2 Using only the definition of the matrix product and the transpose,
show that when the product is defined, then

(AB)T = BTAT

Problem 2 solution

To show that (AB)T = BTAT , we will use the definition of the matrix product
and the transpose. Let A be an m×n matrix and B be an n× p matrix. Then,
the product AB is an m× p matrix, and its (i, j)-th entry is given by:

(AB)ij =

n∑
k=1

AikBkj

Now, let’s find the transpose of the product AB. The transpose of a matrix
is obtained by interchanging its rows and columns. So, the (j, i)-th entry of
(AB)T is given by:

(AB)Tji = (AB)ij =

n∑
k=1

AikBkj

Next, let’s find the product of the transposes BTAT . The transpose of
matrix A is an n×m matrix, and its (k, i)-th entry is given by:

AT
ki = Aik

Similarly, the transpose of matrix B is an p × n matrix, and its (j, k)-th
entry is given by:

BT
jk = Bkj

Now, let’s find the (j, i)-th entry of the product BTAT :

(BTAT )ji =

n∑
k=1

BT
jkA

T
ki =

n∑
k=1

BkjAik

Comparing the (j, i)-th entries of (AB)T and BTAT , we have:

(AB)Tji =

n∑
k=1

AikBkj =

n∑
k=1

BkjAik = (BTAT )ji

Since the (j, i)-th entries of (AB)T and BTAT are equal for all i and j, we
can conclude that:

(AB)T = BTAT
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Problem 3 Find the LU -decomposition of

A =


2 −1 0 0
−1 2 −1 0
0 −1 2 −1
0 0 −1 2

 .

Problem 3 solution

To find the LU-decomposition of the given matrix A, we want to find two ma-
trices L and U such that A = LU , where L is a lower triangular matrix and U
is an upper triangular matrix.

Let’s write the general form of the matrices L and U :

L =


l11 0 0 0
l21 l22 0 0
l31 l32 l33 0
l41 l42 l43 l44

 , U =


u11 u12 u13 u14

0 u22 u23 u24

0 0 u33 u34

0 0 0 u44


Now, we want to find the entries of L and U such that A = LU . We can do

this by equating the corresponding entries of the product LU and the matrix
A.

We have:

LU =


l11u11 l11u12 l11u13 l11u14

l21u11 l21u12 + l22u22 l21u13 + l22u23 l21u14 + l22u24

l31u11 l31u12 + l32u22 l31u13 + l32u23 + l33u33 l31u14 + l32u24 + l33u34

l41u11 l41u12 + l42u22 l41u13 + l42u23 + l43u33 l41u14 + l42u24 + l43u34 + l44u44



Comparing the entries of LU and A, we get the following equations:
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l11u11 = 2

l11u12 = −1

l21u11 = −1

l21u12 + l22u22 = 2

l11u13 = 0

l21u13 + l22u23 = −1

l31u11 = 0

l31u12 + l32u22 = −1

l31u13 + l32u23 + l33u33 = 2

l11u14 = 0

l21u14 + l22u24 = 0

l31u14 + l32u24 + l33u34 = −1

l41u11 = 0

l41u12 + l42u22 = 0

l41u13 + l42u23 + l43u33 = −1

l41u14 + l42u24 + l43u34 + l44u44 = 2

Solving these equations, we find the entries of L and U :

L =


1 0 0 0

−1/2 1 0 0
0 −2/3 1 0
0 0 −3/4 1

 , U =


2 −1 0 0
0 3/2 −1 0
0 0 4/3 −1
0 0 0 5/4


So, the LU-decomposition of the matrix A is given by the matrices L and U

above.
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Problem 4 Find all solutions of Ax = b, where

A =

 1 −1 2
2 −1 α
−1 2 1

 , b =

 1
2
β


α, β ∈ R

Problem 4 solution

To find all solutions of the system Ax = b, we can use the Gaussian elimination
method. First, let’s write the augmented matrix for the system: 1 −1 2 1

2 −1 α 2
−1 2 1 β


Now, let’s perform Gaussian elimination:
1. Subtract 2 times the first row from the second row: 1 −1 2 1

0 1 α− 4 0
−1 2 1 β


2. Add the first row to the third row: 1 −1 2 1

0 1 α− 4 0
0 1 3 β + 1


3. Subtract the second row from the third row: 1 −1 2 1

0 1 α− 4 0
0 0 7− α β + 1


Now, let’s analyze the possible cases for the values of α and β:

Case 1: α ̸= 7
In this case, the last row of the matrix represents the equation (7 − α)z =

β + 1. Since α ̸= 7, we can divide both sides of the equation by (7− α) to get:

z =
β + 1

7− α

Now, we can use back-substitution to find the values of y and x:

y =
(α− 4)z

1
= (α− 4)z
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x = 1 + y − 2z = 1 + (α− 4)z − 2z

So, the solution for this case is:

x = 1 + (α− 6)z, y = (α− 4)z, z =
β + 1

7− α

Case 2: α = 7
In this case, the last row of the matrix represents the equation 0z = β + 1.

If β = −1, the system has infinitely many solutions, and we can express the
solution in terms of a free variable z:

x = 1 + y − 2z, y = 3z, z ∈ R

If β ̸= −1, the system has no solution, as the last row represents an incon-
sistent equation.

In conclusion, the system Ax = b has a unique solution for α ̸= 7, given by:

x = 1 + (α− 6)z, y = (α− 4)z, z =
β + 1

7− α

For α = 7, the system has infinitely many solutions if β = −1, given by:

x = 1 + y − 2z, y = 3z, z ∈ R

Otherwise, the system has no solution.
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Problem 5 Show that every orthogonal 2×2-matrix can be expressed in either
one of the two forms:(

cosφ sinφ
− sinφ cosφ

)
or

(
cosφ sinφ
sinφ − cosφ

)
Problem 5 solution

Let A be an orthogonal 2 × 2 matrix. Then, by definition, we have ATA = I,
where I is the identity matrix. Let’s write the general form of the matrix A:

A =

(
a b
c d

)
Now, let’s find the transpose of A:

AT =

(
a c
b d

)
Now, let’s compute the product ATA:

ATA =

(
a c
b d

)(
a b
c d

)
=

(
a2 + c2 ab+ cd
ab+ cd b2 + d2

)
Since A is orthogonal, we have ATA = I, which gives us the following

equations:

a2 + c2 = 1

ab+ cd = 0

ab+ cd = 0

b2 + d2 = 1

From the first and last equations, we can write:

c = ±
√
1− a2, d = ±

√
1− b2

Now, let’s consider the second equation, ab+ cd = 0. We have four possible
cases:

1. c =
√
1− a2 and d =

√
1− b2:

In this case, we have:

ab+
√
1− a2

√
1− b2 = 0

Squaring both sides, we get:

a2b2 + 2ab
√
(1− a2)(1− b2) + (1− a2)(1− b2) = 0
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Since a2 + b2 = 1, we can simplify the equation to:

2ab
√
(1− a2)(1− b2) = −1

However, the left-hand side of the equation is non-negative, while the right-
hand side is negative. This case is not possible.

2. c =
√
1− a2 and d = −

√
1− b2:

In this case, we have:

ab−
√
1− a2

√
1− b2 = 0

Squaring both sides, we get:

a2b2 − 2ab
√
(1− a2)(1− b2) + (1− a2)(1− b2) = 0

Since a2 + b2 = 1, we can simplify the equation to:

2ab
√
(1− a2)(1− b2) = 1

Let a = cosφ and b = sinφ. Then, we have:

c =
√
1− a2 = sinφ, d = −

√
1− b2 = − cosφ

So, in this case, the matrix A can be expressed as:

A =

(
cosφ sinφ
sinφ − cosφ

)

3. c = −
√
1− a2 and d =

√
1− b2:

In this case, we have:

ab+
√
1− a2

√
1− b2 = 0

Squaring both sides, we get:

a2b2 + 2ab
√
(1− a2)(1− b2) + (1− a2)(1− b2) = 0

Since a2 + b2 = 1, we can simplify the equation to:

2ab
√
(1− a2)(1− b2) = −1

Page 9



MS-A0001 Matrix Algebra mathwiz.ai

However, the left-hand side of the equation is non-negative, while the right-
hand side is negative. This case is not possible.

4. c = −
√
1− a2 and d = −

√
1− b2:

In this case, we have:

ab−
√
1− a2

√
1− b2 = 0

Squaring both sides, we get:

a2b2 − 2ab
√
(1− a2)(1− b2) + (1− a2)(1− b2) = 0

Since a2 + b2 = 1, we can simplify the equation to:

2ab
√
(1− a2)(1− b2) = 1

Let a = cosφ and b = sinφ. Then, we have:

c = −
√

1− a2 = − sinφ, d = −
√

1− b2 = cosφ

So, in this case, the matrix A can be expressed as:

A =

(
cosφ sinφ

− sinφ cosφ

)
In conclusion, every orthogonal 2× 2 matrix can be expressed in either one

of the two forms:(
cosφ sinφ

− sinφ cosφ

)
or

(
cosφ sinφ
sinφ − cosφ

)
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Problem 6 (a) Let A be an invertible square matrix such that (λ, x) is an
eigenpair, λ ̸= 0, x ̸= 0. Show that (1/λ, x) is an eigenpair of A−1. (b) Let the
matrix A have exactly two eigenvalues λ1 = 1, λ2 = 1/2, and the corresponding
eigenvectors v1 = (1, 1)T , v2 = (−1, 1)T . Find the limit limk→∞ Ak.

Problem 6 solution

(a) Let A be an invertible square matrix such that (λ, x) is an eigenpair, λ ̸= 0,
x ̸= 0. This means that:

Ax = λx

Since A is invertible, we can multiply both sides of the equation by A−1:

A−1Ax = A−1λx

Since A−1A = I, where I is the identity matrix, we have:

Ix =
1

λ
A−1x

This implies that:

A−1x =
1

λ
x

So, (1/λ, x) is an eigenpair of A−1.

(b) Let the matrix A have exactly two eigenvalues λ1 = 1, λ2 = 1/2, and
the corresponding eigenvectors v1 = (1, 1)T , v2 = (−1, 1)T . We can write any
vector x as a linear combination of the eigenvectors:

x = c1v1 + c2v2

Now, let’s find the k-th power of A:

Akx = Ak(c1v1 + c2v2) = c1A
kv1 + c2A

kv2

Since v1 and v2 are eigenvectors of A, we have:

Akv1 = λk
1v1 = v1

Akv2 = λk
2v2 =

(
1

2

)k

v2

So, we can write:

Akx = c1v1 + c2

(
1

2

)k

v2
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Now, let’s find the limit as k → ∞:

lim
k→∞

Akx = c1v1 + c2 lim
k→∞

(
1

2

)k

v2 = c1v1

Since the limit of Akx as k → ∞ is a multiple of the eigenvector v1, the limit
of the matrix Ak as k → ∞ is a matrix that maps every vector to a multiple of
v1. This matrix can be represented as:

lim
k→∞

Ak =

(
1 1
1 1

)
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