
S-BB .4200 Statistical Signal Processing.
Final Exam Mav 23" 2011

1. Define or explain briefly the following concepts:

(a) Bias and variance of an estimator

(b) Consistency of estimates

(c) Efificiency of an estimator

(d) Fisher Information matrix
(e) Maximum Likelihood estimator

(f) Bayes Risk

2. Unbiased Estimator
Consider the i.i.d. data ir(O) ,r(2),. .. ,r(N - 1)), where each sample is distributed as

U(0,a) (uniform distributed between 0 and a).

(a) Find an unbiased estimator for a. The range of a is 0 < a < oo.

(b) Show that the estimator derived under (a) is indeed an unbiased estimator for a.

3. Minimum Variance Unbiased Estimator

(a) Explain briefly the concept Minimum Variance Unbiased Estimator.

(b) Describe how Minimum Variance Unbiased Estimators are derived using concepts of
sufficient statistics and completeness. Explain what is done in each step.

4. Suppose that yi ,A2,...,ly are independent samples of a Gaussian random variabie with
distribution N(0,of) where d is a random variable with a priori distribution l{(a,o}).
Assume that ol, o2r, and a are known.

a) Find the Bayesian maximum a posteriori estimator 7xnnp of 0.

b) Find the Bayesian estimator 6n ofd that minimizes the quadratic risk function.



5. A random parameter d is uniformly distributed between (-10,10). Find the Mean Square

estimate of d when we have made the 2 observations E(1) : -0.5 and AQ) : 1.0. The
statistically independent measurements g/(?) obey the distribution
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Possibly useful formulas
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Multivariate Gaussian with mean vector p and covariance matrix R
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E {vl*} : B {v} + Rv*R;l(x - E {x}),

with
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