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1. Let X1 and X2 be two independent exponentially distributed random 
variables with parameters A1 and Az respectively. Show that 
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2. For two random variables X and Y define the distance 

( 
IX- Yl ) 

d(X, Y) = IE 1 + IX - Yl . 

Show that Xn --t X in probability if and only if d(Xn, X) --t 0 as n 
tends to infinity. 

3. Let X be a standard Gaussian random variable and a > 0. Define 

Z = {X if lXI ::; a, 
-X if lXI >a. 

What is distribution of random variable Z ? Justify your answer. 

4. Let X1, X2 , · · · be independent , nonnegative and identically distributed 
random variables with IE( XI) = 1 and Var(XI) = a 2 E (0, oo ). Show 
that 

.?_( vs:- v'n) ~ z 
(J 

weakly as n tends to infinity, where Z is a random variable with distri­
bution N(O , 1). Here Sn stands for partial sum Sn = 2:::::~= 1 Xi. 
[Hint: a- b = ( yla- Jb)( yfa + Jb) , a, b > 0]. 

5. Let X1, X2 , · · · be independent , nonnegative and identically distributed 
random variables with IE(X1) = 1. Show that 

is an Fn martingale, where Fn = a(X1 , · · · , Xn) · 


